
Answer Key
Research Methods

1.	 A––fMRI, EEG and PET allow for visualiza-
tion of neural changes that correspond to neural 
processes. CT provides detailed structural in-
formation.

2.	 B––The criterion validity is the extent to which 
a measure is related to an outcome. The other 
forms of validity reflected in the answer choices 
are related but not as directly given the phrasing 
of the question. The face validity is the extent 
to which a test is subjectively viewed as cover-
in the concept it purports to measure. Content 
validity refers to the extent to which a measure 
respresents all facets of a construct. Construct 
validity is the degree to which a test measures 
what it claims, or purports, to be measuring.

3.	 B––Random selection is a process of gathering 
a representative sample for a particular study. 
Random sampling is important for external va-
lidity, enabling generalization of findings to the 
whole population without actually testing the 
whole population.

4.	 D––Random assignment in combination with 
double blind experimental procedure is de-
signed to improve the internal validity of an 
experiment, minimizing systematic error (or 
‘bias’). Reactivity is a phenomenon that occurs 
when individuals alter their performance or be-
havior due to the awareness that they are being 
observed. An experimenter effect can occur, for 
example, when the experimenters subtly com-
municate their expectations to the participants, 
who alter their behavior to conform to these 
expectations. Internal validity contrasts with 
external validity, the degree results may be gen-
eralized to other contexts. Sampling error, in 
which the experimental subjects chosen are not 
representative of the target population, presents 
problems for an experiment’s external validity. 
Sampling error may result from selection bias.

5.	 C––Reactivity is a phenomenon that occurs 
when individuals alter their performance or be-
havior due to the awareness that they are being 
observed. The Pygmalion effect (or Rosenthal 
effect) is the phenomenon whereby higher ex-
pectations lead to an increase in performance. 
An experimenter effect occurs when the ex-
perimenters subtly communicate their expec-
tations to the participants, who alter their be-
havior to conform to these expectations. Both 
experimenter effects and Pygmalion effects can 
be caused by bias and stereotyping. The Haw-
thorne effect is a type of reactivity in which in-
dividuals modify an aspect of their behavior in 
response to their awareness of being observed.

6.	 B––The effect of childhood trauma on frontal 
lobe activity is impossible to test experimental-
ly because it is essentially impossible to create 
an experimental procedure involving manipu-
lation of the independent variable, childhood 
trauma.

7.	 C––The standard deviation is the square root of 
the variance. The variance is found by taking 
the average of the squared differences between 
each value and the mean, ie. (49 + 1 + 1 + 49) 
divided by 4. In other words, the variance is 
25. Taking the square root of the variance, the 
standard deviation is 5. A large standard devia-
tion indicates that the data points can spread far 
from the mean and a small standard deviation 
indicates that they are clustered closely around 
the mean.

8.	 C––The median is the value separating the 
higher half of a data sample, a population, or a 
probability distribution, from the lower half. In 
simple terms, it may be thought of as the “mid-
dle” value of a data set. Putting our numbers 
in order: 2,5,6,7,8,8 we see there is no middle 
value. In such cases, take the average of the two 
middle values.

9.	 C––With outliers on the negative end of the dis-
tribution, the skew will be negative. Negative 
skew indicates that the tail on the left side of the 



probability density function is longer or fatter 
than the right side.

10.	 C––A confounding variable is a variable in a 
statistical model that correlates with both the 
dependent variable and an independent vari-
able, in a way that “explains away” some or all 
of the correlation between these two variables.

11.	 B––Naturalistic observation involves two main 
differences that set it apart from other forms of 
data gathering. In the context of a naturalistic 
observation the environment is in no way being 
manipulated by the observer nor was it created 
by the observer.

12.	 B––Arranging a list of volunteers in alphabet-
ical order and selecting every 3rd volunteer is 
NOT random sampling. In random sampling 
you would get a different result each sampling 
trial but in this case each trial would produce 
the same result. Using a computer to random-
ly assign 1/3 of a group of volunteers each to 
a separate experimental condition is NOT ran-
dom sampling. This is random assignment. 
Sampling is a method to assign experimental 
subjects from a population. Assignment arrang-
es experimental subjects into groups to receive 
different experimental conditions. Pulling the 
names of twenty volunteers out of a hat to serve 
as experimental subjects IS random sampling.
Dividing a population into smaller groups based 
on shared characteristics and choosing a sample 
from each group using a random number gen-
erator IS a type of random sampling. This type 
of sampling is known as stratified random sam-
pling.

13.	 A––Sampling bias is a bias in which a sample 
is collected in such a way that some members 
of the intended population are less likely to 
be included than others. It results in a biased 
sample, a non-random sample of a population. 
This would not be considered to introduce a 
confounding variable. In the context of an ex-
perimental procedure, a confounding variable 
is anything that differs between the control and 

experimental group besides the independent 
variable.

14.	 C––Positive correlation means an increase in 
one variable is associated with an increase in 
another. However, correlation does not suggest 
causation. In this case, both increases are the 
result of an exceptionally warm summer.

15.	 C––Research studies may involve deception. 
Social psychology research often does. How-
ever, after research is completed, participants 
must be debriefed and any deceptions used 
should be revealed. 

16.	 D––A confounding variable is a variable in a 
statistical model that correlates with both the 
dependent variable and an independent vari-
able. The handedness of the subject is not a con-
founding variable. Although it correlates with 
the dependent variable it does not correlate with 
the independent variable. Such a variable which 
may effect results but which is not a confound-
ing variable is termed an extraneous variable. 
An extraneous variable becomes a confounding 
variable when the extraneous variable changes 
systematically along with the independent vari-
able that you are studying.

17.	 C––An extraneous variable becomes a con-
founding variable when the extraneous variable 
changes systematically along with the inde-
pendent variable that you are studying. In this 
case the confounding variable (day of the week) 
changes systematically with the independent 
variable (whether or not music is played). This 
is a threat to the internal validity of the study, 
making it difficult to determine whether the de-
pendent variable (in-class productivity) chang-
es in response to the independent variable or the 
confound.

18.	 A––P-values are the probability of obtaining 
an effect at least as extreme as the one in your 
sample data, assuming the truth of the null hy-
pothesis. The significance level, is the proba-
bility of rejecting the null hypothesis when it is 



true. This distinction is hard to understand. The 
significance level is something you assign at the 
beginning of the study. Picture the graph of a 
distribution around the null hypothesis value. 
On the right and left are the tails of the graph, 
shade 2.5% on each end, together 5%. If you 
assign a significance level of 5%, then you are 
accepting the 5% chance that your data may 
land in either of those tails and you wind up 
in the position of publishing evidence that the 
null hypothesis is not true when it actually is. 
Bad luck! In any experiment based on statistical 
sampling you have to decide on some percent-
age chance that your data could rule out the null 
hypothesis just by the accident of producing a 
sample in one of those tails. The p-value is as-
signed after data collection and analysis. This 
is how you judge your data versus the signif-
icance level. The p-value is the chance that a 
trial will produce data at least as extreme as the 
experimental value assuming the null hypothe-
sis to be true. You compare the p-value of your 
data to the significance level you assigned ear-
lier to judge whether your experimental results 
are statistically significant. If the p-value is less 
than the significance level, the results are statis-
tically significant.

19.	 C––The 68–95–99.7 rule is a shorthand used 
to remember the percentage of values that lie 
within a band around the mean in a normal dis-
tribution. 68.27%, 95.45% and 99.73% of the 
values lie within one, two and three standard 
deviations of the mean. In other words, approx-
imately 70% of values like within one standard 
deviation of the mean. Therefore, 15% of val-
ues are above the first standard deviation.

20.	 A––Face validity refers to the transparency or 
relevance of a test as it appears to test partici-
pants.

21	 A––A projective test is a personality test de-
signed to let a person respond to ambiguous 
stimuli, presumably revealing hidden emotions 
and internal conflicts projected by the person 
into the test. This is sometimes contrasted with 

a so-called “objective test” or “self-report test” 
in which responses are analyzed according to 
a presumed universal standard (for example, a 
multiple choice exam), and are limited to the 
content of the test.

22.	 D––Operationalization is a key concept in psy-
chology research, referring to a process of de-
fining the measurement of a phenomenon that 
is not directly measurable, though its existence 
is indicated by other phenomena. Operational-
ization is thus the process of defining a fuzzy 
concept so as to make it clearly distinguishable, 
measurable, and understandable in terms of em-
pirical observations.

23.	 C––A correlationship coefficient of –0.35 shows 
a weak inverse association between viewing 
hours and SAT scores.  Regarding choice ‘A’, 
correlation does not imply causation. Regard-
ing choice ‘B’, the variables relayed in the 
question-stem did not include mention of pa-
rental policies. Regarding choice ‘D’,  an ob-
servational study based on inferential statistics 
couldn’t be used to make a prescriptive claim 
regarding an individual case.

24.	 A––In a true experiment, subjects are randomly 
assigned to the treatment conditions (levels of 
the independent variable). The only differenc-
es in the groups would be due to chance. Qua-
si-experiments are sometimes called natural 
experiments because membership in the treat-
ment level is determined by conditions beyond 
the control of the experimenter (subjects are al-
ready in the box). An experiment may seem to 
be a true experiment, but if the subjects have 
NOT been randomly assigned to the treatment 
condition, the experiment is a quasi-experi-
ment. A common type of quasi-experiment, as 
seen in this question, is to compare pre- versus 
post- events or behavior.

25.	 A––A longitudinal study is a quasi-experimen-
tal research design that involves repeated obser-
vations of the same variables over long periods 
of time, often many decades. This study is de-



signed to investigate the relationship between 
aging and attitudes towards the criminal justice. 
However, changes in such attitudes over time 
could have something to do with these people 
getting older, but it could instead be that the so-
cial and political climate changed over time. In 
other words, age is confounded with time-of-
testing. While it would be possible to control 
for the other possible confounds in the study 
time-of-testing is an inevitable confound of 
longitudinal studies.

26.	 A––To understand the meaning of p-level, 
imagine the situation where the null hypoth-
esis is correct. The null hypothesis proposes 
that there may be no correlation between the 
dependent and independent variable. Assum-
ing the null hypothesis to be correct, what is 
the percent probability for the correlation ob-
served in the experiment to have occured sim-
ply by random chance? That’s the p-level. The 
significance level is different. It’s a standard to 
judge p-level and judge significance ot the find-
ings. The significance level is assigned by the 
researchers, typically by custom, either 5% or 
1%, before the experiment. If the p-level comes 
in lower than the significance level, the results 
are significant.

27.	 B––In a balanced placebo design, half of the 
participants are told they are receiving the ac-
tive drug and half are told they are receiving 
the placebo - but only half of the participants in 
each group actually receive the drug or placebo 
as told, permitting independent and combined 
assessment of drug and placebo effects.

28.	 B––Demand characteristics refers to an ex-
perimental artifact where participants form an 
interpretation of the experiment’s purpose and 
subconsciously change their behavior to fit that 
interpretation. The observer-expectancy effect 
(also called the experimenter-expectancy ef-
fect, expectancy bias, observer effect, or exper-
imenter effect) is a form of reactivity in which 
a researcher’s cognitive bias causes them to 
subconsciously influence the participants of an 

experiment. Confirmation bias can lead to the 
experimenter interpreting results incorrectly 
because of the tendency to look for information 
that conforms to their hypothesis, and overlook 
information that argues against it. The Pygma-
lion effect, or Rosenthal effect, is the phenom-
enon whereby higher expectations lead to an 
increase in performance.

29.	 C––Positron emission tomography (PET) is 
used to observe metabolic processes in the 
body. The system detects pairs of gamma rays 
emitted indirectly by a positron-emitting radio-
nuclide (tracer), which is introduced into the 
body on a biologically active molecule. Most 
often, the biologically active molecule chosen 
for PET is fludeoxyglucose (FDG), an analogue 
of glucose. The concentrations of tracer imaged 
will indicate tissue metabolic activity as it cor-
responds to the regional glucose uptake. Use of 
this tracer to explore the possibility of cancer 
metastasis (i.e., spreading to other sites) is the 
most common type of PET scan in standard 
medical care (90% of current scans).

30.	 C––MRI is more suited for soft tissue investi-
gation and it does not emit ionizing radiation. 
CT is higher resolution. especially in imaging 
bone structures.  Contrast agents may be em-
ployed in both MRI and CT.

31.	 A––The data is right skewed (positively 
skewed). Positive skew indicates that the tail 
on the right side is longer or fatter than the left 
side. Compared to a normal distribution, which 
is symmetric, a greater number of outliers are 
on the right side of the graph.



32.	 D––Given that the sample will be derived from 
the portion of the normal distributtion of IQ 
scores for the general student population. There 
will be many more students in the 120 to 130 
range than in the 140 to 150 range.  In this case, 
the mean of the distribution will be to the right 
of the peak of the graph (the mode). The graph 
will be positively skewed.

33.	 D––Hemoglobin has different magnetic proper-
ties in its oxygenated and deoxygenated forms.
This leads to magnetic signal variation which 
can be detected using an MRI scanner and is the 
basis for fMRI (functional magnetic resonance 
imaging).

34.	 A––Electroencephalography (EEG) is an elec-
trophysiological monitoring method to record 
electrical activity of the brain. It is typically 
noninvasive, with the electrodes placed along 
the scalp, although invasive electrodes are 
sometimes used in specific applications. EEG 
measures voltage fluctuations resulting from 
ionic current within the neurons of the brain. 
EEG is most often used to diagnose epilepsy, 
which causes abnormalities in EEG readings. It 
is also used to diagnose sleep disorders, coma, 
encephalopathies, and brain death. The use of 
EEG for diagnosis of tumors, stroke and other 
focal brain disorders has been superseded by 
high-resolution anatomical imaging techniques 
such as magnetic resonance imaging (MRI) and 
computed tomography (CT).

35.	 B––A heuristic is a mental shortcut that helps 
us to streamline our thinking. Using the avail-
ability heuristic, we estimate the likelihood of 
an occurence based on the ease with which it 
comes to mind. People tend to heavily weigh 
their judgments toward more recent informa-
tion, making new opinions biased toward that 
latest news. Additionally, the availability of 
consequences associated with an action is posi-
tively related to perceptions of the magnitude of 
the consequences of that action. In other words, 
the easier it is to recall the consequences of 
something the greater those consequences are 

often perceived to be. 

36.	 B––The major advantage of naturalistic obser-
vation is high external validity: the extent to 
which findings can be generalized to real-world 
settings. The disadvantage is low internal va-
lidity. In naturalistic designs there is no control 
over manipulation of key variables so it is diffi-
cult to draw cause-and-effect inferences.

37.	 D––To determine what percentage of the vari-
ance of one variable is accounted for by vari-
ance in another variable, you square the value 
of the correlation. In this case, we are working 
backwards. We are given the percentage of how 
much the variance in Step 1 scores is account-
ed for by variance in MCAT scores. We need 
to take the square root of that value to find the 
value of the correlation.

38.	 B––The Hawthorne effect occurs when partici-
pants’ knowledge that they’re being studied af-
fects their behavior.

39.	 A––The mean is the arithmetic average of all 
scores. The median is the middle score. The 
mode is the most frequent score. Of these three 
measures of central tendency, the mean is the 
most sensitive to extreme outliers. A truncated 
mean involves the calculation of the mean after 
discarding given parts of a probability distribu-
tion or sample at the high and low end.

40.	 C––There is a risk of experimenter-expectancy 
and Rosenthal effect. There are also no controls 
for the placebo effect. The experimenter-ex-
pectancy effect is a form of reactivity in which 
a researcher’s cognitive bias causes them to 
subconsciously influence the participants of an 
experiment. The Rosenthal effect is the phe-
nomenon whereby higher expectations lead to 
an increase in performance. Lastly, she hasn’t 
controlled for the placebo effect. The people 



receiving meditation training know they’re re-
ceiving treatment, and the people in the con-
trol group know they’re not. In psychological 
research of this type, a counselor can apply an 
attention placebo control condition in which the 
counselor provides attention but no formal ther-
apy to subjects.

41.	 D––EEG has excellent temporal resolution but 
poor spatial resolution. PET and fMRI can only 
measure activity changes second by second. 
MEG, which detects electrical activity in the 
brain through measurement of tiny magnetic 
fields, combines good spatial resolution with 
excellent temporal resolution, measuring activ-
ity changes millisecond by millisecond.

42.	 D––Content validity reflects how much a mea-
sure represents every single element of a con-
struct. An educational test with strong content 
validity will represent the subjects actually 
taught to students.

43.	 D––The scale provides consistent results. It is 
reliable. Validity refers to how well a test mea-
sures what it is supposed to measure. The scale 
gives consistently incorrect measurements. It 
does not provide valid measurements.

44.	 A––In lowering the significance level you are 
giving yourself a higher standard for the p-val-
ue of results to be considered significant. This 
decreases the chance of making a type I error, 
which would involve claiming a significant 
correlation when in fact the null hypothesis is 
true and the data is just an outlier distribution. 
However, lowering the significance level would 
increase the chance of making a type II error, in 
which the null hypothesis is affirmed when in 
fact the true situation is that there is a reproduc-
ible difference between control and experimen-
tal groups.

45.	 A––The bias against publishing studies in 
which the null hypothesis was confirmed is 
more of a danger with small studies than large 
studies. Larger studies have smaller p-value 

and a greater chance of publication even when 
confirming the null hypothesis. With smaller 
studies the chance of type I error is greater and 
publication is favored for those studies making 
the error versus other small studies confirming 
the null hypothesis.

46.	 C–– The halo effect is a cognitive bias in which 
an observer’s overall impression of a person, 
company, brand, or product influences the ob-
server’s feelings and thoughts about that enti-
ty’s character or properties. 

47.	 A–– The defining feature of a quasi-experiment 
is the lack of random assignment. This qua-
si-experiment not only lacks random assign-
ment but also a control group.

48.	 B––In statistics, the 68–95–99.7 rule is a short-
hand used to remember the percentage of val-
ues that lie within a band around the mean in 
a normal distribution with a width of two, four 
and six standard deviations, respectively. In 
other words, the width of four standard devia-
tions (two above and two below the mean), will 
include 95% of the values, with 2.5% of values 
remaining above and 2.5% remaining below. 
In other words, a score of 97% is right on the 
border between the second and third standard 
deviations above the mean. Z scores measure 
the distance of a score from the mean in units of 
standard deviations.

49.	 D––In double-blind experiments, neither the 
participants nor the researchers know which 
participants belong to the control group, nor the 
test group. Performing an experiment in dou-
ble-blind fashion can greatly lessen the power 
of preconceived notions or physical cues to 
distort the results. Double-blind procedures 
reduce the impact of demand characteristics, 
experimenter expectancy, placebo effect, and 
Hawthorne effect. 

50.	 C––Demand characteristics refers to an ex-
perimental artifact where participants form an 
interpretation of the experiment’s purpose and 
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subconsciously change their behavior to fit that 
interpretation. If the post-study questionaire 
correlates with study data, it points to a poten-
tial problem with demand characteristics as a 
source of bias.


